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Abstract

BayesValidRox is an open-source Python package that provides methods for surrogate
modeling, Bayesian inference and Bayesian multi-model comparison. Release 2.0.0 im-
proves the modularity and uniformity of the package and introduces template classes for
surrogate models and methods for generating posterior samples.

1 Background

Uncertainty quantification approaches, such as Bayesian inference, are important in
assessing model reliability. In particular, Bayesian calibration, validation, and multi-
model comparison provide a systematic approach to evaluating models under uncer-
tainty. To support this, BayesValidRox offers an automated, modular software pack-
age for uncertainty-aware Bayesian calibration, validation, and multi-model compari-
son. However, these methods typically require a large number of model runs to reach
statistical convergence, which can be unfeasible for computationally expensive models.
To address this challenge, BayesValidRox integrates surrogate models, reducing compu-
tational costs while properly accounting for surrogate-induced uncertainties, making it
well-suited for complex, high-fidelity simulations.

BayesValidRox has been in development since 2022 at the Institute for Modelling Hy-
draulic and Environmental Systems at the University of Stuttgart. Its first release,
version 0.0.1, was launched in February 2022. The package received a major structure
update with version 1.0.0 in February 2024, followed by a second major release, version
2.0.0, in February 2025. Since its initial release, the package has been used in multiple
publications [5, 6].

2 Specification

Subject Computational engineering

Specific subject area Methods for uncertainty quantification, surrogate model-
ing, Bayesian model analysis and Bayesian multi-model
comparison.

Programming language  Python

Software repository git.iws.uni-stuttgart.de/inversemodeling /bayesvalidrox
Website pages.iws.uni-stuttgart.de/inversemodeling /bayesvalidrox/
Documentation pages.iws.uni-stuttgart.de/inversemodeling /bayesvalidrox/

Related research article None

©®


git.iws.uni-stuttgart.de/inversemodeling/bayesvalidrox
pages.iws.uni-stuttgart.de/inversemodeling/bayesvalidrox/
pages.iws.uni-stuttgart.de/inversemodeling/bayesvalidrox/
https://creativecommons.org/licenses/by/4.0/deed.de

JoDaKISS | Journal of Data- and Knowledge-integrated Simulation Science

3 Value

BayesValidRox provides an automated workflow for Bayesian calibration, valida-
tion and multi-model comparison for computationally expensive models. This is
achieved by substituting expensive high-fidelity models with cheaper-to-evaluate
surrogate models. The framework takes into account measurement uncertainty, as
well as surrogate-induced errors.

BayesValidRox is designed with a modular structure, especially for surrogate train-
ing and evaluation. This simplifies switching between surrogate types in a workflow
and allows for the application of techniques such as Principal Component Analysis
or sequential training on arbitrary surrogates. Similarly, surrogate models that are
not yet implemented in BayesValidRox can be coupled to the framework with the
help of a metamodel template class.

BayesValidRox allows for integration with external and Python-based models via
a PyLink class, which uses wrapper functions and file executables to run any base
model. This makes the framework adaptable to a wide range of computational
applications.

BayesValidRox offers a broad collection of methods for sequential training of sur-
rogate models, including both variance-based [1] and Bayesian approaches [8].
Choosing the Engine class as the central focus point of BayesValidRox allows for
the application of Bayesian methods for validation, inference and model compari-
son both with a surrogate model and the original model.

BayesValidRox is implemented in Python 3.10 with an object-oriented structure.
Its availability as a Python package via pip makes it easy to install. The surrogate
training and multiple parts of the Bayesian analysis support parallelization.

4 Code Structure

BayesValidRox is developed in a GitLab repository and follows a corresponding state-of-
the-art layout for open-source projects in terms of source code and supplementary files,
such as licensing information, contribution guidelines, etc. In terms of code, the most
relevant folders are:

src\bayesvalidrox: All source files for the package.
tests: Unit tests used in GitLab’s continuous integration.
examples: Well documented example applications.

More details on the folder structure can be found in the online documentation at https://
pages.iws.uni-stuttgart.de /inversemodeling /bayesvalidrox /packagedescription.html.

©®


https://pages.iws.uni-stuttgart.de/inversemodeling/bayesvalidrox/packagedescription.html
https://pages.iws.uni-stuttgart.de/inversemodeling/bayesvalidrox/packagedescription.html
https://creativecommons.org/licenses/by/4.0/deed.de

JoDaKISS | Journal of Data- and Knowledge-integrated Simulation Science

Surrogate training Surrogate postprocessing

PostProcessing

ExpDesign

MetaModel
BayesInf RejSampler

PostSampler

Bayesian analysis

Figure 1: Workflow for BayesValidRox

5 Design and Methodology

This section walks through the expected workflow for BayesValidRox in a general man-
ner. The user guide on the documentation website gives more detailed information on
the specific class structure that is relevant to each section, as well as the settings and
options available for each class.

A schematic representation of the workflow for BayesValidRox is given in Figure 1.
We split the capabilities of BayesValidRox into three categories, surrogate construction,
surrogate post-processing and Bayesian analysis.

Surrogate construction refers more specifically to the construction of an Engine object
from a model interface, description of the experimental design and surrogate model ob-
ject. The Engine class acts as a manager to train and evaluate the chosen surrogate. If
no surrogate is given, the full-fidelity model is run directly. The training data for the
surrogate can be either given by the user or generated from the defined input parameter
space via the class ExpDesign, with subsequent model evaluations. The training frame-
work is written to support arbitrary surrogate models of a structure, which is described
by a MetaModel template class. BayesValidRox includes extensive and well-tested imple-
mentations of both the Polynomial Chaos Emulator (PCE) [12], as well as the arbitrary
PCE [7] with a broad variety of Bayesian, sparse and non-sparse training options, and
a Scikit-Learn [9] based implementation of Gaussian Process Emulators (GPE) [13].

Sequential training is available with multiple options, split into methods for exploration-
and exploitation-based strategies for selecting additional training samples. Variance-
based approaches [10] can be applied for surrogate models that provide approximation
uncertainty (typically assumed Gaussian) along with their predictions. Bayesian active
learning [8] strategies can be used to refine the surrogate model for inference purposes
when a reference observation is available .
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BayesValidRox provides post-processing tools for the trained surrogate models, allow-
ing for surrogate perfomance evaluation. If validation data is available, different criteria,
including moment calculation, are available to assess model predictive quality. Addition-
ally, for PCE-based surrogates, sensitivity analysis can be performed via the calculation
of Sobol indices from the polynomial coefficients.

The third module of BayesValidRox is its collection of tools for Bayesian model anal-
ysis and comparison. These methods can be applied to any Engine object, both with
a trained surrogate model or with the original model directly, incorporating available
reference observations, such as measurement data. Measurement uncertainty can be
included in the analysis with the help of the Discrepancy class.

The BayesInf class supports Bayesian parameter inference and Bayesian validation
via the calculation of the Bayesian Model Evidence (BME). For inference, posterior
samples can be generated with either rejection sampling [3] or Markov-Chain Monte
Carlo (MCMC) sampling. If multiple competing models are given, Bayesian multi-
model comparison can be performed with the class BMC via pairwise comparison of
the model BMEs, the calculation of model weights or the generation of a confusion
matrix [2, 11, 4, 5]. For a detailed description of the methods we refer to the work in

5].

6 Limitations

The limitations described here are specific to the release 2.0.0 of BayesValidRox. As
the package originates from a research group specializing in PCE-based surrogates, the
sensitivity analysis (Sobol indices) and some options for sequential training are specifi-
cally tailored for PCE surrogate models and are not yet applicable to arbitrary surrogate
models, including the implemented Gaussian Process Emulators (GPEs). Moreover, the
methods for Bayesian analysis do not support user-defined likelihood functions but use
a pre-defined Gaussian likelihood. Furthermore, measurement uncertainty is assumed
to follow a Gaussian distribution, which aligns with common probabilistic modeling
practices.

7 Technical Validation

BayesValidRox uses GitLab’s continuous integration framework for unit testing of the
implemented features. Pipelines are run after every commit and before any merge. For
release 2.0.0, 280 tests were run in each pipeline, resulting in a test coverage of the source
code of about 50%.
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8 Usage Notes

BayesValidRox can be installed as a Python package via pip and runs on Windows,
Linux, and Mac operating systems. Release 2.0.0 is built on Python 3.10.

Installation instructions are given on both the repository and the website. The web-
site further provides a detailed walk-through of one example for building, training and
evaluating a surrogate model, as well as performing Bayesian inference. The user guide
section on the website gives insight into the overall code structure and introduces each
section of the framework with UML diagrams and brief code examples.
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